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Overview
 Questions
• How can we annotate mass spectrometry data without a protein database?
• Can deep learning improve this de novo sequencing?
 Challenges
• Deep learning requires very large and publicly accessible datasets.
• Large and well-curated benchmark datasets do not yet exist.
 Solution
• We present a benchmark dataset for deep learning in proteomics.
• Utilizing our massive dataset, we improve best-in-class algorithms by 3-5x

Methods

 We generate proteomics data from 55 diverse bacteria.
 All spectra are annotated with industry standard MSGF+ algorithm (database search).
 Results are filtered to q < 0.001.
 Final dataset contains 5.76 million spectra representing 1 million unique peptides. 
 Data was extracted and regularized for easy input to DeepLearning packages

https://omics.pnl.gov
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Results Test accuracy comparisons by AA length

Introduction
 Peptide identification via database search is a popular and statistically robust 

method to annotate mass spectrometry data, but only works if the sequence 
database are available.

 De novo sequencing, which is the database-free peptide identification, is 
critical for microbiome and environmental research. 

 Vast sequence space (20n possible combinations) makes de novo 
sequencing very challenging. Current de novo peptide sequencing methods 
average 10% accuracy. This lack of accuracy prevents broad adoption.

 DeepNovo is a deep learning framework introduced for de novo peptide sequencing, 
written in TensorFlow (doi.org/10.1073/pnas.1705691114). 

 We evaluated the accuracy of DeepNovo with our benchmark dataset
 We re-trained DeepNovo models and we investigated the effect of the size of training 

datasets.
 Hyperparameter optimization for DeepNovo improved performance.
 The DeepLearning benchmark dataset can facilitate the train/test to improve models.

Building benchmark data

Testing benchmark data

 We gathered 5.76 million spectra from 55 
bacteria to re-train DeepNovo models. 

 Interestingly, for peptides less than 15 AA length, it performs over 
40% accuracy levels which is reasonably better than any other 
non-DL tools. 

 The length of longest correct subsequences is dramatically 
improved.

Conclusion
 We achieved 3~5x improved accuracy with deep learning models 

feeding a large volume of data. 
 Hyperparameter optimization will be promising to create the 

better model with our benchmark dataset.

Training results

Test results

 The below figures show the loss trends for 
validation sets in training model within 20 epoch. 

 Increased training data led to lower Loss during 
training. Training with less than 2M spectra 
suffered from overfitting. 

 Histogram of accuracy levels for test datasets

 Histogram of accuracy levels according to all 
species

sequence length=12 sequence length=15

Test sets

☨ Clade sizes are proportional to the number of spectra. Red and white colors 
indicate the test and train sets, respectively.
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